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Executive Summary 

Digital system resilience refers to the ability of increasingly pervasive digital 
infrastructure systems to operate as intended and recover from incidents 
responsively.  

Networks of digitally-connected infrastructure systems (or ‘system-of-
systems’) are widely predicted to emerge and develop in the next 10-30 years. 
This will create opportunities, to enhance resilience through smarter and faster 
responses, alongside unintended vulnerabilities, to accidents and disruption, 
which are inevitable in tightly coupled and complex systems. 

The National Infrastructure Commission appointed Arup and University 
College London, to explore the trend towards digital infrastructure systems 
from a resilience perspective. This was done through a combination of 
literature review, case studies, and consultation with selected subject matter 
experts. This report presents the findings, and draws out some key 
recommendations for the NIC to consider, as it develops the UK’s first 
National Infrastructure Assessment. 

Key findings from this brief study include: 

• The need to balance the benefits of digital technology such as 
efficiency and speed with awareness of vulnerabilities that increasing 
reliance on digital systems can create. 

• Infrastructure systems are already complex, highly interdependent, 
and tightly coupled. Overlaying these systems with digital systems is 
already prevalent, and will become more so in future. This will further 
increase complexity, and will probably create new ‘emergent’ 
properties that we do not yet fully appreciate. 

• Within the situation described in point 2 above, evidence suggests that 
not all accidents can be avoided, and focus should be on the 
adaptability, flexibility and recovery properties of systems and 
organisations to mitigate the impact of such ‘normal accidents’.  There 
are aspects of best practice, such as the theory behind High Reliability 
Organisations, which can help. 

The report makes some initial recommendations (summarised in the table on 
the next page), which include both immediate issues for consideration, and 
areas for further research and/or development, including: 

1. Embedding resilience thinking into the planning and design of 
infrastructure projects requires a collaborative and cross sector 
approach, and this is not limited to the case of digitally-connected 
infrastructure. 
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2. Consideration of resilience in this context may require broader expertise 
– such as when considering vulnerabilities associated with overlaid 
software systems. The NIC is in a good position to promote such 
interactions. 

3. Our infrastructure systems are becoming increasingly interdependent, a 
characteristic that will be exacerbated by the use of digital technology, 
and methodologies for fully evaluating these interdependencies, 
including those between people and the systems they rely on, will 
become increasingly important.  

4. This will need to include a better understanding of how the overlaying 
of digital systems onto infrastructure can affect the behaviour and 
properties of that infrastructure. Modelling, event simulation and 
workshops to understand interdependencies should be introduced at an 
early stage of the infrastructure planning process.  

5. Data is an inherent part of digitally-connect infrastructure systems.  
Data can be considered as part of our infrastructure, and should be 
valued as such, planned for, understood and used appropriately to 
inform the right decisions. Data should not be a by-product, and should 
not be collected ‘just because we can’. Better sharing of data between 
organisations will form an important part of a collaborative and cross-
sector approach to this issue. 
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Preface 
The National Infrastructure Commission appointed Arup and University College 
London to conduct a short study of the impact of increasing reliance on digital 
systems on infrastructure resilience. We approached this by undertaking a 
literature review, and gathering evidence including case studies and expert 
opinion on topics such as complex systems, normal accidents, high reliability 
organisations and the potential role of new technology. 

In order to assess the UK’s long-term infrastructure needs, and provide strategic 
advice to those responsible for decisions about how we deliver and maintain 
world-class infrastructure systems, we should consider: 

• How our existing and planned infrastructure can be resilient to the diverse 
shocks and stresses it will face, in an uncertain future. 

• How increasingly complex and connected systems depend on each other, 
and what can happen when one of these systems loses its functionality. 

• How our networks and systems rely increasingly on digital infrastructure 
systems, and how this presents both an opportunity and a threat in terms of 
resilience in the face of disruption. 

• How to ensure that, even if accidents and failures somewhere within our 
infrastructure system-of-systems are inevitable, we can respond, recover 
and adapt to minimise disruption. What appropriate planning strategies for 
new or upgraded infrastructure can embed measures to ensure this? 

This report’s focus is limited to interdependencies between digitally-connected 
infrastructure systems; the tendency for normal accidents to affect these systems; 
and how to prepare for, respond to, and recover from such events. Cyber-security 
and national security threats are excluded from the scope (although in many cases 
the impacts following a security breach may be similar), as are non-digital 
interdependencies and resilience issues, such as threats posed to infrastructure 
systems by flooding and climate change (although again recommendations, 
particularly those around response and recovery, may be relevant to such issues). 
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Approach and structure of report 
This report is supported by a stand-alone literature review undertaken by 
University College London, into some of the key concepts identified in the terms 
of reference1, and the findings from two industry workshops held on the 16th May 
and 5th June 20172,3. At these workshops, industry experts and project team 
members convened to discuss some of the challenges posed by the development 
of infrastructure that relies on digital systems, both now and in the future. 

The structure of this report, which draws on the standalone literature review and 
workshop findings, is as follows: 

Section 1 Context 

Section 2 Normal accidents and digitally-connected infrastructure systems 

Section 3 Enhancing resilience of digitally-connected infrastructure systems - 
learning from best practice 

Section 4 Digital infrastructure: the next 10 – 30 years 

Section 5 Conclusions and recommendations 

Supporting information, such as definitions and details of UK infrastructure 
systems, is presented in the appendices. 
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1 Context 
Faced with a changing world and an increasingly uncertain future, our 
infrastructure systems need to continue to provide the service on which society 
depends. Our man-made, tightly interconnected networks are expected by society 
to be available, and are required to be safe. 

Conversely, the complexity of modern life both increases the potential for 
accidents and unintended consequences, and can amplify the impact of these if 
they do occur. This report considers this vulnerability, with a particular focus on 
digitally-connected infrastructure systems. These are infrastructure systems – 
primarily energy, transport and water (including waste water and flood mitigation) 
and to a lesser extent waste – that have one or more interdependence with a digital 
technology.  

The resilience of digitally-connected infrastructure systems refers to their ability 
to continue to provide the service on which society depends, even when these 
systems, or the environment in which they operate, do not behave as we expect. 

Key terms and definitions are presented within Appendix A. 

1.1 What are digitally-connected infrastructure 
systems? 

A recently published report by Pinsent Masons4, introduces the term “infratech” 
to describe “the deployment or integration of digital technologies with physical 
infrastructure to deliver efficient, connected, resilient and agile assets”.  In this 
report we use the term “digitally-connected infrastructure systems” (DCIS), but 
we are essentially describing the same thing.    

At a micro-level, the components of digitally-connected infrastructure systems 
include (see also Appendix B): 

• Physical infrastructure (e.g. water treatment works, bridges); 

• Network/network links to connect components together; 

• End-user computers and devices; 

• Software – for monitoring, control and operation; 

• Services (e.g. railway services); 

• An infrastructure system (e.g. railway network or mobile phone network);  

• Data; and 

• The human components of the system, both operators and users. 

At a macro-level, it is important to recognise that individual systems or sub-
systems are becoming connected to other systems or sectors via digital 
connections.    
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1.2 Digital infrastructure – opportunities and threats 
Digitisation of infrastructure comes with increasing sophistication and ease of use 
but also brings an increasing chain of dependencies. The many opportunities 
associated with increasing digitisation include increasing efficiency, flexibility 
and ability to anticipate issues and respond quickly. 

For example, smart infrastructure can create and inform resilience, but conversely 
can decrease resilience through exacerbating infrastructure fragilities (Figure 1). 

1.3 How does UK infrastructure use digital 
networks? 

At our workshops with industry experts, three themes emerged about digitally-
connected infrastructure systems in the UK:  

1. Much of this has been introduced in a relatively short space of time 
compared to more traditional forms of infrastructure. 

2. Sector specific communications are typically developed in isolation, with 
no cross-sector regulatory oversight (no ‘controlling mind’). 

3. There are increasing chains of dependency through our infrastructure 
systems with more components that can go wrong. 

Our infrastructure systems rely on digital networks, both closed and public, for 
communications and control. “Closed” networks have a variety of forms, from no 
shared infrastructure (a “dark fibre” network for example) to using firewalls or 
VPNs (virtual private networks). Appendix C presents examples of how different 
organisations use digital networks. In summary, we rely on a combination of 
demonstrably secure, sector specific communication networks, and the 
conventional public internet (insecure but accessible and low cost).  

The importance of data and information is becoming more commonplace 
throughout infrastructure as the necessary software and hardware to collect and 
store data become more accessible and mainstream. Infrastructure decision 
makers can deliver their services with greater resource efficiency through data-
driven decisions. A lack of common data standards, poor data quality and lack of 
familiarity with data-led innovation alongside a resistance to open data*, are some 
of the challenges facing decision makers. However, some Governmental agencies, 
for example the Mayor of London’s office5 and Defra6 are working towards 
making more data open (within security constraints) for use by other organisations 
to accelerate innovation within infrastructure and environmental planning. 

 

                                                 
* The NIC are considering this as part of its new technologies study 
(https://www.nic.org.uk/publications/new-technology-study-second-call-for-evidence/)  

https://www.nic.org.uk/publications/new-technology-study-second-call-for-evidence/
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Figure 1. Smart Infrastructure vs Resilience 
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1.4 Resilience thinking 

 
Figure 2: Resilience thinking (Adapted from Sustainability First7) 

The components of resilience thinking, illustrated in Figure 2, cover the full cycle 
from anticipating shocks and stresses and defining acceptable performance; 
managing supply and demand; through to response and recovery and adapting and 
evolving post-event. This is a key concept for the issues discussed in this report.  
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2 Disruption and accidents in digitally-
connected infrastructure systems 

This section explores whether digitally-connected infrastructure systems are likely 
to make accidents inevitable, with discussion on the variation between sectors. 

2.1 The inevitability of accidents 
A ‘normal accident’ (Perrow, 1984; 2011) occurs when two or more failures, none 
of them devastating in isolation, come together in unexpected ways and defeat the 
safety devices (i.e. redundancies, circuit breakers, alarms etc.) that have been built 
into the system. If the system is also tightly coupled, these failures can cascade 
rapidly, or they can even be incomprehensible to those responsible8. These are 
called normal, because although infrequent, we know that nothing is perfect, and 
it is a normal property of a system to occasionally experience such failures.  

Such events are not inevitably catastrophic, and although they can be reduced, 
they cannot be eliminated†. Non-normal accidents, such as component failures, 
can be planned and prepared for, and in theory, if not in practice, can be 
eliminated (see Section 2.3). 

Normal accidents are only inevitable in high-risk contexts, defined by the two 
system characteristics described below. 

A tightly coupled process is 
one where, once it starts, it 
cannot be stopped. 

 

A complex system is one where the components can interact in 
unexpected ways, which cannot necessarily be anticipated. 

2.2 Are digitally-connected infrastructure systems 
high-risk? 

Infrastructure systems can be plotted on a matrix of loose to tight coupling, and 
simple to complex interactivity. Any system that is very complex will inevitably 
have some components that are tightly coupled. The multiple components of a rail 
system for example include operators, maintainers, users, environment, physical 
and digital infrastructure systems, rolling stock, power supply, communications, 
safety systems etc. 

                                                 
† It is worth noting that no case studies of normal accidents leading to significant disruption to 
infrastructure systems were identified within this study – case studies are typically either normal 
accidents leading to disruption in other sectors (as in the case of the BA disruption, p10), or non-
normal accidents triggered by external threats (malicious intent or floods for example).  This does 
not mean that they haven’t occurred in practice, but they may not have been catastrophic in their 
impact.  
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Digitally-connected infrastructure has both the characteristics of tight-coupling 
and of complexity. Even without a digital ‘overlay’ there are many features of 
infrastructure systems that have these characteristics, and as systems become 
increasingly sophisticated (and conversely easier to use), the complexity 
increases. A characteristic of digital networks is that they suffer ‘brittle’ failure 
with a failure point that can be conceptualised but is currently hard to predict even 
when a system is operating near failure point.  

Case Study - Transport affected by digital disruption 

Transport disruption is one of the most visible examples. There have been several high profile 
disruptions due to digital system failures in recent months. 

In May 2017 there was severe flight disruption to British 
Airways (BA) flights due to their computer system failing. 
75,000 passengers worldwide were affected, with flights 
being cancelled, delayed and luggage lost. According to 
BA, it was caused by an “uncontrolled return of power” 
following an outage that physically damaged servers at its 
data centre. It was predicted to have cost BA up to 
£100million in compensation claims9. 

Another recent example was rail ticket machines across 
the UK being affected by digital system failure in June 
2017. Passengers were unable to buy new tickets at 
stations during the morning rush hour of 22nd June. 
Southern Rail, Greater Anglia, Great Northern and 
ScotRail were amongst those affected. It appeared to be a 
fault with the software systems on the ticket machines10. 

While none of these failures cascaded further, it shows the clear link between digital failures 
and transport failures. 

 

Case study - Amazon Web Services outage, February 2017 

On February 28th 2017 a four hour outage impacted one of 
Amazon Web Services’ (AWS) largest cloud regions, US-
EAST-1 in North America.  The cause of the outage was 
reported by Amazon to be human error, and as AWS had not 
completely restarted the affected system for some years, “the 
process of restarting these services and running the necessary safety checks to validate the 
integrity of the metadata took longer than expected.”11. 

Many users of AWS were affected, including “Internet of Things” providers such as Nest who 
provide thermostats, CCTV cameras and smoke alarms that are all controlled remotely using 
AWS capabilities. 

The company had not fully understood the complexities of restarting the servers. Changes were 
implemented as a result, including limiting the amount of capacity that can be removed that 
quickly, and preventing capacity from being removed when it will take any subsystem below 
its minimum required capacity level. Although Amazon claims to have 11 nines of durability 
i.e. 99.999999999% durable, commentators say that there is still a single point of failure, as 
evidenced by this outage12. 



National Infrastructure Commission Infrastructure and Digital Systems Resilience 
Final Report - November 2017 

 

                    
 

Page 11 
 

The Cabinet Office13 summary resilience plans for each sector, which set out the 
resilience of the UK's critical infrastructure, focus on significant external threats 
rather than the potential for a small event to cascade into something catastrophic 
as a result of tight-coupling and complexity, although dependencies across sectors 
are considered.  

Case Study - Ransomware attack, May 2017 

While the cause in this case was malicious, and therefore not a normal accident, the impacts of 
such an event would be similar due to accidental causes. Countries all over the world were 
affected. The malware locked user’s files and demanded USD$300 payment to decrypt the 
files, primarily affecting computers running Windows XP, which have not been supported by 
Microsoft since 2014.  In the UK 61 NHS trusts reported issues (out of a total 242 trusts). 
Consequences included cancelled surgeries, MRI/CT scans and appointments. Some trusts 
asked people not to attend Accident & Emergency or their GP. Diagnostic services such as 
blood testing, MRI, CT and X-ray scanning were severely affected14. 

Many other systems across the world were affected including: universities and educational 
institutions, railway stations, mail delivery, gas stations, office buildings, shopping malls and 
government services. The Russian Central Bank and Russian Interior Ministry; the Deutsche 
Bahn (railway service) in Germany; Spanish telecommunications firm Telefónica, FedEx, 
Renault, Nissan were all impacted by the attack15, showing how dependent all these 
organisations are on their digital networks. 

2.3 What about non-normal accidents? 
Normal accident theory does not imply that all accidents are inevitable. Rather, it 
makes an important distinction between normal (system) accidents, which are 
inevitable in high-risk systems, and component failure accidents, which are not 
inevitable, can be readily anticipated, learnt from and prevented. Where systems 
are not high-risk, an accident causing a failure of one component can be isolated 
and is less likely to lead to unanticipated consequences. 

Accidents can and do happen that are not within the definition of ‘normal’. These 
should be preventable, but it should not be assumed that all preventable accidents 
have been, or will be, prevented. New digital technologies have a potential role to 
play in aiding the process of accident prevention, for example by providing near 
real-time information on asset condition which can allow for proactive 
maintenance regimes. 

Case Study - Holborn electrical fire, March 2015 

The electrical fire occurred in a tunnel beneath a pavement in Holborn and took 36 hours to be 
put out. 5,000 people were evacuated and there were power cuts in the surrounding area, 
causing many businesses to close. An electrical fault caused the fire, and the electrical cables 
shared underground space with gas mains, increasing the complexity of the event.  Fibre 
broadband services were disrupted for several days, causing business to reactively switch to 
wireless internet services. 

As well as directly impacting business, the response to the incident required road closures, 
causing more widespread travel disruption, and therefore indirectly impacting more businesses. 
This accident was not a normal accident as it was due to a predictable and preventable 
electrical fault. 
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2.4 Summary 
Many infrastructure systems are already complexly interactive and tightly coupled 
to varying degrees. These characteristics lead to infrastructure systems being 
classified as high-risk systems, and therefore vulnerable to normal accidents. 

Avoiding these characteristics in planning, design and construction will enhance 
resilience. This means explicit consideration of whether a design will increase the 
tightness of coupling, or whether an intervention will increase the complexity of 
the connections between any components of a system. These findings are highly 
relevant to introducing digital systems into existing infrastructure systems. 

In all cases when dealing with complex and interdependent systems, there is value 
in focussing on resilience approaches; the ability to anticipate, absorb, respond, 
recover and adapt with minimal disruption to services, accepting that unexpected 
events, and events with unexpected consequences are almost inevitable. 

  



National Infrastructure Commission Infrastructure and Digital Systems Resilience 
Final Report - November 2017 

 

                    
 

Page 13 
 

 

  

Case Study of cascading infrastructure failures – City of Lancaster, 
December 2015 

Over the first weekend in December 
2015, Storm Desmond brought 
unprecedented flooding to North 
Lancashire and Cumbria, including to 
parts of central Lancaster. At 10.45pm on 
Saturday, 5 December, electricity 
supplies to 61,000 properties in the city 
were cut and power cuts continued to 
cause disruption from the 5th to the 9th 
December16. This resulted from the 
flooding of just one substation.  

The failure of electricity supply caused 
widespread and unanticipated consequences. Whether the original cause was preventable or 
not, the focus here is on learning from this event to improve the response and recovery process. 

• Mobile phone coverage was lost over most of the city, and while landline phone services 
were available many households had replaced their handsets with cordless phones that rely 
on electricity to operate.  

• Local digital radio services were lost and so only FM services were on air. However, many 
people did not have battery or wind up radios capable of receiving FM signals. 

• Of the FM services that were on air, limited useful reporting meant that the local 
community were not kept aware of the wider impacts and operational response that was 
taking place. 

• High rise buildings where booster pumps are used to get water to higher floors lost water 
supply.  Buildings that use ‘grey water’ (second-hand water from showers or washing) to 
flush toilets found that without electricity they were unable to flush toilets.   

• The rail station could not be opened after dusk without lighting on the platforms.  

• Retail and banking were severely affected by both the floods and the electricity cut: card 
payment terminals that relied on the internet were not working. As a result, any shops that 
were open relied on cash only. By contrast, some ATMs that used a conventional phone 
line to contact the bank and had back up electricity (e.g. through a diesel generator) were 
operational.  

Whilst this event was not a failure in digital systems or a normal accident, it illustrates well the 
dependence society now has on our digital infrastructure, which has a high degree of coupling 
with electricity supply. The consequences listed above could have been predicted, and the fact 
that they were not expected shows how planning and response does not always consider the 
full ‘system-of-systems’. 

Sandbags at Lancaster substation 
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3 Enhancing resilience of digitally-connected 
infrastructure 

The need to make digitally-connected infrastructure systems more resilient must 
be balanced with the benefits offered by the digital components, in order to avoid 
measures that unduly affect the service offered. Without this consideration, simply 
removing the digital systems would be a valid solution. Digital systems have the 
potential to significantly enhance not only efficiency but also resilience, through 
reducing the potential for human error, and making systems faster, smarter, and 
more adaptive prior to, during, and following an incident.  

Section 2 showed that increasing complexity and inter-connectivity of digitally-
connected infrastructure systems creates vulnerabilities to accidents, cascading 
failures, and unexpected consequences that follow initial accidents and errors. 
This chapter explores approaches that can help to minimise such vulnerabilities. 

Robust risk management procedures are important, to identify what could go 
wrong and how that can be mitigated. However, there are also more holistic 
requirements for systems to be able to recover quickly, and adapt even to events 
that cannot be planned for. 

  
Figure 3. The resilience construct (adapted from NIAC, 201017) 

The United States National Infrastructure Advisory Council (NIAC) resilience 
construct17 (Figure 3) illustrates the need for a dynamic mind-set and continuous 
action for systemic resilience. It emphasises four important, time specific abilities 
of a resilient built system: robustness (prior to the event), resourcefulness (during 
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the event), rapid recovery (after the event) and adaptability/lessons learned 
(providing feedback throughout). 

Appendix D summarises learning from other organisations, and Appendix E 
summarises best practice used in other sectors. The literature review has provided 
a full assessment of some of the theory available to support this report1. 

3.1 Learning from High Reliability Organisations 
High reliability organisations (HROs) are organisations that follow best practice 
to minimise the impacts of normal accidents, and normally represent high-risk 
sectors. Such practice is already embedded into infrastructure systems which are 
categorised as high risk including nuclear power generation and utility power 
plants, as well as aviation, chemical plants and offshore oil and gas installations. 
We have reviewed the principles of HROs in order to identify what may be 
transferrable into digitally connected infrastructure.  This is not the same as 
recommending that all infrastructure owners/operators in the UK should become 
HROs.    

The five principles underpinning high reliability organisations are that they: 

(i) continually track small failures; 

(ii) resist simplification of complex tasks; 

(iii) are sensitive to operations through continually assessing and updating 
actual operations, not assuming they are as expected; 

(iv) maintain capabilities for resilience through both anticipating potential 
dangers, and ensuring the capacity to cope with unanticipated dangers (for 
example retaining manual safeguards); and 

(v) monitor shifting locations of expertise – empower those with the greatest 
experience and expertise to deal with problems. 

“The hallmark of a high reliability organisation is 
not that it is error free, rather that an error does not 
disable it.”18 

Further observations around high reliability theory include: 

• Additional safeguards, introduced into complex systems to mitigate the 
potential for accidents and errors, will themselves introduce an additional 
layer of complexity often into both operations and maintenance; an example of 
unintended consequences. 

• There is an important distinction between the organisational structures needed 
for an efficient organisation (in a stable context), and a high reliability 
organisation in the face of unexpected events (unstable external context). 

High reliability organisations and the underlying theory can be viewed as a form 
of good practice capable of increasing the reliability of high-risk systems. 
Organisations that find themselves increasingly responsible for complex and 
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tightly-coupled (and hence high-risk) systems should consider the adoption of 
practices followed by high reliability organisations. This is recommended as a 
useful starting point, which will improve reliability, but is unlikely to remove all 
vulnerabilities.  HROs are not infallible, and a key feature of adopting the 
principles should be the importance of knowledge sharing in terms of failure 
investigations when they do occur.   

3.2 Learning from other organisations 
Any organisation or system that recovers to a stronger position following a shock 
event can be considered to represent best practice. How Japanese institutions and 
society respond to earthquake early warning is an excellent example of this (see 
Appendix D). 

Physical simulation exercises can be hugely beneficial in enabling government 
and society to respond to events, and the potential for modelling and virtual 
simulation is increasing. 

Whilst not an organisation as such, nature presents many examples of what are 
known as anti-fragile systems, which are able to adapt to threats that were not 
identified at the outset. Notably, there are no passive members of ecosystems 
(including users). Living systems are differentiated and distributed – if 
infrastructure systems were the same that would increase resilience. For example, 
a transport system where multiple routes are available to connect two nodes, and 
these routes are managed independently (differentiated).  Disruption to customers 
can therefore be minimised by diverting them to alternative routes to reach their 
destination.   

  

The Technical Specifications for Interoperability (European 
Union Agency for Railways) 

The Technical Specifications for Interoperability (TSIs) define the 
technical and operational standards which must be met in order to 
satisfy the ‘essential requirements’ and to ensure the 
‘interoperability’ of the European railway system. TSIs also set out 
expected performance levels19. The TSIs represent good practice in 
that they define a common framework across all European railways 
that cover everything from design through to operations and 
maintenance in a fragmented and complex industry. In the UK the 
Department for Transport is responsible for the implementation of 
the TSIs. New or upgraded projects are required to comply with 
them.  
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3.3 Important elements of best practice 
To enhance resilience will require a combination of measures. The following 
headlines describe elements of best practice from different disciplines, described 
further in Appendix E. 

Human factors  Key features: Human factors are required to be considered in various 
safety critical industries such as defence20, rail21, oil and gas, nuclear, 
aviation22 and medicine, typically through regulation. Human factor 
processes are integrated into design, construction and operation through 
for example “user-centred design” considerations, and “cognitive task 
analysis”21

 , workload, safety and fatigue risk management systems, 
providing existing models to follow.  

Transferrable concepts: Essentially, failing to recognise any 
infrastructure system as a socio-technical system, and to recognise its 
interdependence with people, is likely to lead to problems. Socio-technical 
systems represent large scale systems with large numbers of elements and 
connections between technical infrastructure (e.g. roads and electricity 
grids) and the social infrastructure (humans, organisations and 
governments)23.  This includes how to communicate and how people 
respond during and after disruptive events.   

For exploration:  The impact of digital technologies on human factors, 
and vice versa is an important area to understand. 

Negative 
synergies  

Key feature: Where the sum of equipment, design and operator errors is 
far greater than the consequences of individual failure.  

Transferrable concepts: Failure analysis such as HAZOP or Failure 
Mode and Effect Analysis, Failure Mode and Effects Criticality Analysis 
(FMEA and FMECA)24 help to mitigate the issue of negative synergies 
through rigorous approaches to define complete failure modes. 

Latent errors  Key feature: Errors that in themselves have no direct adverse impacts, 
but, if unchecked, have the potential for adverse consequences.  

Transferrable concepts: Organisations can remove and manage errors 
from their operations, through considerations of redundancy, flexibility 
and culture25. 

Organisational 
procedures 

Key feature and transferrable concept: Decentralised decision-making, 
meaning that those closest and therefore best placed to respond quickly are 
able to make decisions. 

Dynamic and 
adaptive systems 

Key feature and transferrable concept:To increase resilience and reduce 
recovery time, an organisation must be dynamic in continually planning 
for, and adapting to, changing external contexts. 
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The ENCORE 
Resilience 

Framework  

 

Figure 4. ENCORE Plus Resilience Framework, Source: Punzo et al. (2017)26  

Resilience 
Engineering 

Resilience Engineering is a field of study concerned with the resilience of 
built systems (including interdependent infrastructure systems) 27, to make 
resilience a core component of operations. 

Tension between 
resilience and 
efficiency28 

This means that resilience of infrastructure systems cannot be managed 
solely at sector level or by engineering interventions, but will require a 
level of cross sector oversight and mandating. 

Infrastructure 
interdependence 

Analysis of interdependency can improve understanding of the properties 
of infrastructure systems that contribute to the high-risk system 
characteristics (complex interactivity and tight coupling) (e.g. Figure 5). 
The recent launch of the Data and Analytics Facility for National 
Infrastructure (DAFNI) will create a secure facility for assessing UK 
infrastructure interdependencies29. 
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Figure 5. Examples of electric power infrastructure interdependencies30. 

Systemic 
interdependency 
analysis 

Transferrable concepts: The Interdependency Planning and Management 
Framework (IP&MF)31 commissioned by HM Treasury as supplementary 
guidance to the Green Book provides a method to identify, classify and 
evaluate interdependencies on a project-by-project basis. 

Exercises, such as those used by Engineering the Future32 and Anytown33 
(Figure 6), provide practical methodologies to engage expert knowledge in 
identifying the most important interdependencies and the possible 
consequences of these. 
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Figure 6. Anytown interdependency “ripple diagram”, used to capture findings from 
interdependence workshops with front line emergency response professionals32 

3.4 Summary 
The adoption of high reliability organisation principles is unlikely to completely 
eliminate the risk of normal accidents occurring. If high reliability theory is 
applied and points (i) and (ii) below are ignored, despite good intentions, the 
inevitability of normal accidents could actually increase. 

i. The interventions prescribed by high reliability organisations need to be 
implemented in full. 

ii. High reliability organisation principles involve direct intervention in a 
high-risk system, and can inadvertently increase complex interactivity or 
tighten system coupling. 

However, the principles of high reliability organisations, if applied mindfully to 
reduce complex interactivity and loosen system coupling in digitally-connected 
infrastructure systems, can have a positive impact. 

The body of work on infrastructure systems and interdependency34,35,36, provides 
relevant frameworks to build on the concepts of complex interactivity and tight 
coupling. The Interdependency Planning and Management Framework31 is one of 
a range of applicable tools. 
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A study of resilience could provide useful lessons to reduce the vulnerability of 
digitally-connected infrastructure systems to normal accidents. One example is the 
NIAC Resilience Construct (see Figure 3) that views resilient systems as having 
the abilities to be incident focused prior, during and after an event and adaptable 
between events.  
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4 Digital infrastructure: the next 10-30 years 
This section explores how the resilience of digitally-connected infrastructure 
systems might change over the next 10 to 30 years. There are many opportunities 
in the advancement of digitally-connected infrastructure in the coming years. 
While these opportunities come with associated threats, technological advances 
will help to realise efficiencies in the way we design, operate and use our 
infrastructure. A simple example is the increased use of technology on roads 
which can manage traffic flows and demand, and reduce congestion. 

Appendix F presents a summary of some key cross-sector and sector specific 
anticipated changes that will lead to increased ability to optimise and automate 
infrastructure networks and services. Separately, the NIC are currently 
undertaking a study on how technology can improve infrastructure productivity, 
which has been supported by a call for evidence37. 

In 2009, the Council for Science and Technology (CST)38 warned: 

“We do not believe national infrastructure can continue on 
its current trajectory …. delivery and governance are 
‘highly fragmented’ and resilience against systemic failure 
was ‘significantly weakening” 

This section reviews the trajectory and uptake of digital technology within our 
infrastructure sectors, from the perspective of how this may influence findings and 
recommendations from the earlier sections of the report. This work did not 
undertake a foresighting study, or attempted to collate all available information on 
the future of infrastructure. 

In principle, it is reasonable to assume that, despite many uncertainties, uptake of 
digital technologies, and integration of these with every aspect of society, will 
continue to grow, as illustrated by the following principles. 

Metcalfe’s Law The value of a telecommunications network is proportional 
to the square of the number of connected users of a system.  
This signifies that the more users are connected, the greater 
the economic value of that system – a single computer 
connected to the internet is useless. 

Moore’s Law The number of transistors in a dense integrated circuit 
doubles approximately every two years. Broadly speaking 
this means that processing power of computers will 
continue to increase.‡ 

The National Needs Assessment39 summarises the drivers of demand for 
infrastructure services in the medium term: 

                                                 
‡ Moore’s Law is frequently challenged, either due to physics (computers components cannot 
continue to get smaller) or business (the benefits become less evident).  Nonetheless, the principle 
of the rapid pace of development of computing power is still relevant for this section.   
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• Population will be 75 million by 2050, and GDP will continue to grow; 

• Total energy demand is expected to move from 900TWh/year to 
1200TWh/year, although this depends on technology uptake; 

• Housing needs are estimated to be at least 300,000 new homes per year for 
foreseeable future; 

• 26% of morning trains arriving in London were over capacity in 2014; 

• Direct cost of road congestion was estimated at £2bn in 2010 and expected to 
rise to £8.6bn in 2040 if no interventions are made; 

• Airports in the UK are delayed more than the European average. It is predicted 
that Heathrow, Gatwick and Luton will all reach capacity in the next decade; 
and 

• Disruption from flooding is already costing £1bn per year and is only expected 
to increase in the future due to population growth and climate change. 

The NIC’s driver paper on technological change40 presents a review and analysis 
of how changes in technology could affect the UK’s infrastructure in the future, 
recognising the uncertainty associated with this. The report shows the diverse 
effects, for example: 

• A reduction in demand for some new infrastructure (e.g. through energy 
efficiency and transport demand management). 

• An increase in demand for certain infrastructures (such as electric vehicle 
charging and data centres). 

4.1 Future changes 
Some key cross-sector and sector specific anticipated changes – as presented more 
fully in Appendix F - are as follows: 

• Many technological advances will apply across many sectors, such as 
widespread 5G connectivity that will provide near-total connectivity and allow 
closer integration of digital and physical infrastructure. 

• Computing and information gathering processes such as sensor-generated 
data, blockchain and crowdsourcing will change the way resources are 
procured and paid for. 

• Technological advances that will affect the UK road network include 
connected and autonomous vehicles (CAVs), which can increase capacity due 
to shorter vehicle separation distances, and allow faster cascading of 
information about incidents to reach vehicles. 

• Digital technologies leading to more effective remote working will enhance 
economic and societal resilience to travel disruption. Conversely resilience of 
digital networks will be of increasing importance as people come to rely on 
applications over owning their own mode of transport. 
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New vulnerabilities 

Machine learning can be used, for example, to teach a programme how to identify defects in 
structures such as cracks in concrete by showing it hundreds or thousands of photographs of 
such cracks. If a series of photographic surveys of a structure are taken over time, the 
programme can then be used to automatically detect deterioration. However, if the technology 
and digital systems are embraced without being part of a sound engineering process, along with 
other checks it could lead to failures being missed. 

• The Digital Railway41 industry programme to enhance capacity and 
performance of the UK rail sector will increase the complexity of an already 
complex system, but at the same time, the increased information available, 
more efficient operations, and opportunities for smarter maintenance 
approaches will enhance aspects of resilience. This program is also an 
example of how digital systems can be integrated in both new and legacy 
infrastructure.  

• The energy sector is likely to focus on how technology can increase capacity 
and reduce demand in the next 10 to 30 years. 

DeepMind (the Google owned AI company), is working with National Grid to reduce the UK’s 
power usage through optimising the power transmission network balancing of supply and 
demand42. 

• In other countries there are already efforts to use peer-to-peer platforms to 
share trade energy, for example from solar sources. These use blockchain to 
provide an auditable and automated market trading platform43. 

• According to DEFRA, efficiency will need to play a significant role in order 
to achieve a sustainable supply/demand water balance44. There will be 
increased deployment of digital infrastructures and data analytics to manage, 
reduce or eliminate system peaks and fluctuating demand patterns. This digital 
infrastructure will to facilitate resource trading and information sharing across 
a large number of autonomous urban water networks45. 

• The increasing sophistication of metering with digital transformation and 
smart technologies enables more effective monitoring to determine pricing, 
improves demand management and can provide the potential to reduce 
leakages via tracking variation in demand. ITRC projects a 100% roll out of 
smart meters by 202046. 

4.2 Some observations about data 
The creation of new data is a common feature of all of the advances described 
above. There is an increasing amount of data being collected and stored associated 
with our infrastructure systems, both in terms of physical assets, and their demand 
(for example traffic data47). 

The ICE48 argues that these datasets needs to be managed as significant assets 
themselvesError! Bookmark not defined.. With the global volume of ‘big data’ set to grow 
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by approximately 40% year on year for the next decade49, this will prove a 
particular challenge for organisations and Government.  

However, such data can benefit infrastructure systems through data-driven 
approaches to infrastructure decision making. There is an increasing utilisation of 
big data analytics and machine learning as well as developments in artificial 
intelligence to help inform decision-making. The value of the data being collected 
and stored should therefore be explicitly realised.  Organisations should recognise 
and exploit existing and emerging data sources, whilst being mindful of any 
vulnerabilities this approach could create, considering for example:  

• Is available data being used to support decision-making in the best way 
possible?  

• Where data is essential to operational decision making, is it being stored and 
managed in a resilient manner?  

• Is the system to collect data, for example through networks sensors or 
harvesting data from smartphones, resilient? How could this be impacted and 
recover from shocks and stresses? How would decisions be made in the event 
of loss of access to data? 

• Is a reliance on data replacing the traditional ability to make decisions based 
on experience and judgement, and if so, are we confident that the appropriate 
decisions are being made? 

The value of data cannot be de-coupled from the storage of data.  Data centres, 
although not always integral to the running of infrastructure networks, may store 
and provide information regarding asset and system-level information50. This can 
prove vital in enhancing resilience through planning and communications to 
customers during an incident.  

Due to their high energy consumption, data centres are very reliant on energy 
supply. This interdependency should also be acknowledged. 

4.3 How will this affect infrastructure resilience? 
Section 4.1 illustrates that most future changes have the potential to increase 
complexity and coupling, and therefore negatively impact on system resilience. 
Contrastingly, they present opportunities for example through managing demand, 
enabling communications to users and increasing the speed of operational 
responses. 

The resilience of a digitally-connected infrastructure system is inherently linked 
to: 

• Pre-existing vulnerabilities within the underlying infrastructure system; 

• Vulnerabilities within the digital technologies; and 

• New vulnerabilities from the creation of new interdependencies between the 
digital technology and infrastructure system that comprise the digitally-
connected infrastructure system. 
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Digital technologies cannot be separated from the vulnerabilities in the 
infrastructure systems they support. Therefore overall, notwithstanding the 
observation above, that digital technologies will enhance specific aspects of 
resilience, we conclude that the transformation toward digitally-connected 
infrastructure systems will: 

• Have little impact on the systemic resilience or inherent vulnerabilities in 
underlying infrastructure systems; and 

• Introduce new vulnerabilities into the infrastructure system, and will increase 
interactive complexity and tighten system coupling. 

This leads us to suggest that the trend of declining systemic resilience identified 
by the Council for Science and Technology38 will continue as we undergo a digital 
transformation. 

“However, there is an excellent opportunity to use best 
practice to place resilience at the core of all infrastructure 
planning, delivery and operations, and explicitly prioritise 
systemic resilience as part of the digital transformation 
towards a world where all infrastructure systems are 
digitally-connected infrastructure systems.”38 
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5 Summary 
The resilience of digitally-connected infrastructure systems is a multilevel and 
multi-stakeholder challenge. Resilience requires consideration of technology, 
society, organisational, environmental and physical systems. No single 
organisation is responsible for the entire system, and enhancing digitally-
connected infrastructure resilience is in fact a global issue. The NIC has an 
opportunity to provide a “golden thread” that runs through government and 
industry long term infrastructure planning decisions across all sectors. 

A methodology for better addressing resilience, capturing cross-sector issues, 
digital and physical infrastructure as well as the human elements of the system is 
required.  Enhancing resilience should have a wider perspective than the specific 
issue of resilience to systemic accidents in digitally-connected infrastructure 
systems considered in this report. These findings and recommendations, whilst 
specific to the scope of this report, are relevant to the broader topic of 
infrastructure resilience to all hazards. 

Our recommendations are underpinned by the following important findings: 

1. The need to enhance the resilience of digitally-connected infrastructure 
must be balanced with the benefits of digital systems (for example 
demand management, reducing the potential for human error, and 
making systems faster, smarter, and more adaptive prior to, during, and 
following an incident), in order to avoid introducing measures that 
unduly affect the service offered. 

2. Digital systems, overlain onto existing, legacy, infrastructure, cannot 
fully remove the inherent vulnerabilities in this existing infrastructure. 
They will in fact add complexity to already complex systems, and this 
has been observed to potentially lead to unintended consequences. 

3. If digital technologies are not to undermine system resilience, their 
introduction and planning must be grounded in deep understanding of 
the systemic context in which they are implemented. This means that 
resilience of infrastructure systems cannot be managed solely at 
sector level or by engineering interventions, but will require a cross 
sector approach.   

5.1 Recommendations 
Resilience thinking should be embedded in all infrastructure systems – flexible 
approaches, which allow systems to respond, recover, adapt and evolve, as well as 
anticipating and absorbing shocks, are essential to provide continued services. 
Each principal infrastructure system needs a high level “controlling mind” to own 
the issue of digital resilience. This could be organisations such as National Grid, 
National Air Traffic Services, Network Rail or Highways England. Where no 
controlling mind exists, one should be identified. They should be challenged to 
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create active resilience plans so that the issue is mapped, including 
interdependencies to other related systems.  

To support and promote resilience thinking, infrastructure sectors should more 
widely learn from other organisations (see Section 5.2), such as high reliability 
organisations, or those who have previously suffered an event impact and have 
recovered appropriately. Gaining such knowledge of systems recovery is 
increasingly important as digitally-connected infrastructure systems become 
inherently more complex and tightly coupled.  It is also important that 
infrastructure sectors share lessons and insights between themselves.   

This is subtly but importantly different from recommending that infrastructure 
companies become High Reliability Organisations, which could be over-
prescriptive and create new vulnerabilities if not fully implemented or embraced.    

Interaction should be sought across all infrastructure sectors through working 
with the appropriate Government departments and with regulators (for example 
through the UK Regulators Network). Cross-government interaction will continue 
to be essential to share lessons, developments and priorities, and examine 
interdependency issues. For example, the annual update of the National Risk 
Assessment and the sector specific Sector Security and Resilience Plans produced 
by the Cabinet Office may include recommendations for specific 
interdependencies between infrastructure and digital networks, and therefore 
infrastructure planning should reflect these findings.  

As outlined in Section 3.3, understanding interdependencies will be essential to 
manage the complexity of digitally-connected infrastructure. Simulations (both 
actual and virtual) and workshops will aid understanding of the interdependencies 
between digital systems and other infrastructure systems. Models at a city scale 
are now possible, and when combined with advanced system models or “digital 
twins”, they could be effective in deepening understanding of digital resilience§.  

Digital networks are likely to be split into demonstrably secure sector 
communications and conventional public internet in the future. Secure networks, 
although being developed in silos, would benefit from a common processes, 
architecture and oversight across all the sectors where they are being developed, 
to avoid the creation of unforeseen problems in the future. In creating this 
architecture there should be a “no regrets” policy i.e. retain adaptability and avoid 
locking systems into one option only.  

Data should be valued explicitly (Section 4.1), and the benefits of collecting, 
storing and using data should be considered at project planning stages. If the full 
potential of digitally-connected infrastructure systems to improve our 
infrastructure is to be realised, organisational tools are needed to purposefully 
convert data into meaningful information that enables more effective decision 
making as well as ensuring that data does not stay in silos and data is actively 
transferred between, within and beyond infrastructure systems in a safe way, in 
order to fully realise its decision-making potential. The value of data cannot be 
de-coupled from the storage of data.  Data centres, for example, even if located 
                                                 
§ Note that the security implications of developing model simulations of infrastructure systems are 
outside the scope of this study.  
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outside the UK, should be recognised in infrastructure planning in order to 
safeguard them.  

Infrastructure operators are gradually deploying more data-driven components to 
improve operation of physical infrastructure, and to make the most out of these, 
independent elements should be transformed into a more cohesive ‘overlay 
network’ as recommended by the Smart Water Networks Forum, UK51. This is 
applicable to more than just water networks. 

5.2 Learning from best practice 
Infrastructure operators should be aware that the networks they are responsible for 
are increasingly likely to have the characteristics of high risk systems, and should 
therefore seek to learn from relevant best practice. 

In seeking to identify best practice, it is worth considering the four components of 
resilient systems; the ability to anticipate, absorb, recover from and adapt to 
shocks and stresses. Robust risk management procedures are important, to identify 
what could go wrong and how that can be mitigated, but there are also more 
holistic requirements for systems to be able to recover quickly, and adapt even to 
events that may not have been identified. Specific considerations include: 

• A dynamic approach to all phases of the resilience cycle (Figure 3), 
through regular evaluation, and regular review of interdependencies. 

• Physical simulation exercises can be hugely beneficial in enabling 
government and society to prepare for, anticipate and respond to events, 
and the potential for modelling and virtual simulation (using “digital 
twins”) is increasing. The recent launch of DAFNI29 will help the UK to 
accelerate and realise such modelling capabilities in a secure environment. 

• Explicitly documenting in all infrastructure developments that digital 
systems cannot be decoupled from their electricity supply and vice versa. 

When planning and assessing digitally-connected infrastructure systems a 
productive mind-set to draw from the normal accident theory explored in Section 
2 is to understand that not all accidents are preventable in complex, tightly 
coupled systems. Planning, design and construction should therefore explicitly 
consider whether decisions will increase the tightness of coupling, or whether an 
intervention will increase the complexity of the connections between any 
components of a system. While avoidance is not always going to be possible, 
awareness is essential. 

The five principles that underpin high reliability organisations are that they: 

• continually track small failures 

• resist over simplification 

• are sensitive to operations 

• maintain capabilities for resilience 
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• monitor shifting locations of expertise 

High reliability organisations provide a useful starting point for planning how to 
increase the reliability of any digitally-connected infrastructure systems.  

5.3 Knowledge gaps and areas of further research 
A consistent methodology for specific studies based on the principles of systemic 
resilience, infrastructure as a complex system and interdependency analysis 
should be developed. This should include the interdependency planning and 
management framework (IP&MF), an approach that was commissioned by HM 
Treasury to make planning for interdependencies an explicit part of any 
infrastructure project. Developing the IP&MF for digitally-connected 
infrastructure systems would be beneficial. 

Focus should be directed towards dealing with vulnerability to accidents and 
disruption as systems become more complex and tightly coupled. There is also a 
need to identify the long term value of reducing disruptions to infrastructure, 
noting that conducting sector-specific analysis and fully implementing 
recommendations will require leveraging the expertise and resources of the 
relevant organisations operating across this space. 

Consideration around the trade-off between systemic resiliency and efficiency 
should become explicit in decision making. Additionally, the affordability 
question should be reframed from “how much will resilience cost?” to “can we 
afford not to be resilient?”  

The impact of digital technologies on human factors, and vice versa is an 
important area to understand. 

Further recommendations for research are presented in the literature review1. 

The recommendations above are summarised below and in Figure 7 broken down 
into their relevance to people, technology and processes. 
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Figure 7. Recommendations to increase the resilience of digitally-connected 
infrastructure systems 
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